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HAHM  Definition: Let V,,V,,V, be subspaces of vector space V. V,+V,+V, is a direct
sum if cach vector xeV, +V,+V, can be uniquely represented as x=x +x,+x,, where
x, €V, for k=12,3.
Show that V, +V,+V, isa direct sum if and only if
dim(V, +V, +V,) = dim(V,) + dim(V,) + dim(V,)
GF: AAFIAH A 36 7L Theorem 1.7.3)

Proof

Ifone of V,.V,.V, isa zero subspace, then the statement is true by Theorem 1.7.1.

In the following we assume that V|, V,.V, are all not zero subspace.

Part one

Suppose that V, +V, +V, is a direct sum.

Let @,.0,.--.a be a basis for V,, B,.B,.---.p, be abasis for V,. y,.y,.---.v, be a basis for
V,. We show that a,,a,.---,a :B.B,.---.B,:7,.7,.--.7, are linealy independent.

o0, .0 BB, B Y. Y, 0.y, form a spanning set for 'V, +V, +V, . We show that they
are linearly dependent.

If o.0,,-.0 :B.B,.o--.B, : ¥,.¥,.---.7, are linearly dependent, then there are constants
a.a,.---.a., bbb, c.c.-.c . notall zero, such that

0=C(a0 +a,0,++aa)+hp +hp, +-+bP)+(ey, +e,¥, ++cy,)
Among the three vectors
ao, +at, +ta e, bB +hB,+--+hB. oy toy, Hotay,

there is at least one vector which is not zero. Thus, the zero vector has two distinet representations,
which contradicts the assumption.

Hence, o, -0 B .B,.---.B.:¥,.¥,---.7, are linearly independent and span V, +V,+V,.
And
dim(V, +V, +V,) = r+s+1=dim(V,) +dim(V,) + dim(V,)

Part two.
Suppose that dim(V, +V, +V,) =dim(V,) +dim(V,) +dim(V,) . If there is a vector which has

fwo distinct representations, X=U,+u, +Uu, =W, +W, +W,
0=(u, —w)+(u, —w,)+(u, —w,)
(u, —w, 1(u, =W, )s(u, —w,) are not all zero. Without loss of generality, we assume that

(u, —w,) # 0, then there is a nonzero vector (u, —w,) eV, n(V,+V,) . Thus,

dim(V, +V, +V,) =dim(V,) + dim(V, + V,) —dim(V, " (V,+V,) )
Cdim(V)) +dim(V, 1 V) <dim(V)) + dim(V,) + dim(V,)

This contradicts the assumption.



BN Show that if 4eC™, then the column space of AA" is the same as the column
space of A . Thatis, R(AA")=R(A).
Proof
R(AA")={4(4"x) | x €C"}, R(A)={Ax| x € C"}.Hence, R(AA")c R(A).
Next we show that R(AA")> R(A).
Suppose that y = Ax e R(A4), we want to show that y e R(A44") . That is to show that there

is an z eC" such that Ax=AA4"z . There is a z €C" such that A"z equals the
projection of x onto R(A"). Then x— A"z L R(A4")=N(4). Thus, Ax=AA"z . This
completes the proof of R(A4")> R(A4).

HEAE Let AcC™ . Show that if 4A=0DQ", where Qe R"™ is a real orthogonal matrix

and D =diag(4,,4,,---,4,) with |4 |=1 for k=12,---,n, then 4 is both symmetric and

unitary.

Proof
Since A" =(QDQ"Y =(Q") D'Q" =QDQ" = 4, A is symmetric.
Since
A" 4=(0DQ")" 0DQ" =0D" 0" 0DQ" =0D" DO’
= Odiag(4. 4y, 4, ) diag(4,. 2, 2,)0"
= Qdiag(hA, Ady,,4,4,)0" = 010" = 00" =1

A is unitary.

BN\ Let AcC™, and 44" = 4" 4. Show that ||Ax—2.x||=HAHx—sz for any

xe(C" and A e C,where the inner product on C" is the standard inner product.

|4x - A x| =< Ax— Ax, Ax - Ax >= (Ax - A x)" (4x - A x)
=(x" 4" = 2x")(Ax - 2 %)
:xHAHAx—ExHAx—xHAH{A x}-i—jxﬁi.x

=x" (4" A)x = A(x" 4x) = 2(x" 4" x) + A A(x" x)

H.xi”x—jx T=< A"x-Ax, A"x— Ax>=(A"x - 1x)"(4"x - Ax)

=(x" 4= 2x")(4"x-2x)
=x" 44" x - Ax" 4"x —x" A(Ax) + Ax" Ix

=x" (44" )x — A(x" Ax) - A(x" 4" x) + 2 A(x" )

Since AA4" = 4" A, we obtain that ||Ax— A x|| = HAHx —ZXH



